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The human ability to continuously track dynamic environmental
stimuli, in particular speech, is proposed to profit from “entrainment”
of endogenous neural oscillations, which involves phase reorganiza-
tion such that “optimal” phase comes into line with temporally ex-
pected critical events, resulting in improved processing. The current
experiment goes beyond previouswork in this domain by address-
ing two thus far unanswered questions. First, how general is neu-
ral entrainment to environmental rhythms: Can neural oscillations
be entrainedby temporal dynamics ofongoing rhythmic stimuliwith-
out abrupt onsets? Second, doesneural entrainmentoptimize perfor-
mance of the perceptual system: Does human auditory perception
benefit from neural phase reorganization? In a human electroen-
cephalography study, listeners detected short gaps distributed uni-
formlywith respect to the phase angle of a 3-Hz frequency-modulated
stimulus. Listeners’ ability to detect gaps in the frequency-modulated
sound was not uniformly distributed in time, but clustered in cer-
tain preferred phases of the modulation. Moreover, the optimal
stimulus phase was individually determined by the neural delta
oscillation entrained by the stimulus. Finally, delta phase predicted
behavior better than stimulus phase or the event-related potential
after the gap. This studydemonstrates behavioral benefits of phase
realignment in response to frequency-modulated auditory stimuli,
overall suggesting that frequency fluctuations in natural environ-
mental input provide a pacing signal for endogenous neural oscil-
lations, thereby influencing perceptual processing.
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Neural oscillations are associated with rhythmic fluctuations
in the excitation–inhibition cycle of local neuronal pop-

ulations (1–3). That is, a single neuron is not equally likely to
discharge in response to stimulation at all points in time. Instead,
its likelihood of responding is influenced by local extracellular
and membrane potentials that, in turn, are reflected in neural
oscillations. Critically, these neural oscillations can be entrained
by external rhythmic sensory stimulation (3, 4) or, less naturally,
by rhythmic neural stimulation using transcranial magnetic
stimulation (TMS) or transcranial alternating current stimulation
(TACS; refs. 5 and 6). As a result, neurons are more likely to fire
at temporally expected points in time. Restated, the time of peak
neural sensitivity predicts the point in time at which an upcoming
stimulus will occur within a framework of continued temporal
regularity. Such a rhythmic neural processing mode is adaptive
given the abundance of behaviorally relevant environmental au-
ditory stimuli that are inherently rhythmic in nature and, thus,
could provide a pacing signal for neural oscillations across a range
of frequency bands.
Entrainment of low-frequency oscillations involves a re-

organization of phase so that the optimal, in this case most excit-
able, phase comes into line with temporally expected critical events
in the ongoing stimulus, for example tone onsets or syllable onsets
(4, 7, 8). Recordings from macaque auditory cortex (3, 9, 10),
human auditory cortex (11), and human electroencephalography
(EEG) recordings (12–14) confirm that delta phase reorganizes in
response to rhythmic auditory stimulation and that optimal phase
aligns to expected times of event onsets. The results are amplified
event-related potentials (ERPs) and increased firing in response to

stimulus onsets (3, 15). Behaviorally, decreased response times
(RTs) to suprathreshold targets are associated with optimal delta
phase (3, 14). Moreover, empirical results from vision suggest that
a number of perceptual benefits are afforded to near-threshold
stimuli coinciding with optimal (mostly theta and alpha) phase,
including improved detection (7, 16), and faster RTs (17) (see ref.
18 for a review).
Improved perceptual processing (i.e., increased hit rate) of near-

threshold stimuli occurring in the optimal phase on an entrained
neural oscillation (that is, during rhythmic stimulation) has thus far
not been demonstrated in the auditory domain (but see ref. 19 for
evidence on phasic modulation of miss rates). This lack of evidence
is unfortunate, because the rhythmic structure of speech provides
a pacing signal for the reorganization of ongoing neural oscillations
over a range of frequency bands (for a review, see ref. 20). For ex-
ample, important information about the content of the signal is
communicated by quasi-periodicity in the gamma range corre-
sponding to fine structure and by low-frequency fluctuations (theta
and delta range) corresponding to the syllable envelope and prosodic
variations, respectively (21). Accordingly, evidence for neural en-
trainment to the slow amplitudefluctuations in tone sequences (3, 4),
speech (22–24), and natural sounds (25, 26) has been demonstrated.
However, a crucial missing link—a perceptual benefit for near-
threshold events stemming from optimal phase alignment of
an entrained oscillation in the auditory domain—has not yet
been provided.
Thus far, all evidence for neural entrainment and its electro-

physiological consequences has been gathered during stimulation
with periodic sound onsets, by definition coupled to amplitude
changes that result in an evoked response. As such, the current
study made use of simple nonspeech auditory stimuli, where pe-
riodicity was communicated by frequency modulation (FM) rather
than amplitude fluctuations (i.e., onsets). Although neural oscil-
lations have been shown to be entrained by FM (27–29), the pos-
sibility that slow FM provides a pacing signal for phase alignment
has not received much scientific attention (29).
Listeners detected brief auditory targets (silent gaps) embed-

ded in the ongoing stimulus (Fig. 1). Thus, targets were not “ex-
traneous” events, but were wholly contained within the rhythmic
carrier stimulus, in much the same way as a phonemic cue in
speech is not an additional, independent event, but is contained
within the rhythmic speech signal. Gap locations were distributed
uniformly around the 3-Hz FM cycle of the stimulus.We reasoned
that if ongoing delta-band oscillations were entrained by the 3-Hz
modulation, these gaps would also be uniformly distributed with
respect to the phase angle of the brain oscillation. We were thus
able to examine modulation profiles of behavior and evoked
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responses by instantaneous oscillatory delta phase at the time of
gap occurrence. We predicted that listening behavior (hit rates,
RTs) and ERPs would be influenced by the phase of the stimulus
in which the target occurred and, therefore, by the phase of the
entrained delta oscillation.

Results
Listeners detected silent gaps in 10-s complex tones that were
frequency modulated at 3 Hz; a target was considered to be a “hit”
if a button press occurred within 1 s of gap onset. Gaps were dis-
tributed uniformly around the 3-Hz FM cycle (in 20 possible
positions); each 10-s stimulus contained two, three, or four gaps.
Fig. 1A shows the frequency and amplitude envelope of an example
stimulus and the 20 gap locations around the FM cycle.
We predicted that ongoing delta oscillations would be

entrained by the 3-Hz frequency modulation. As a conse-
quence, we expected that gap detection, as indexed by hit rate,
would not be uniformly distributed as a function of stimulus
phase, but would instead be modulated by stimulus phase (Fig.
1B). Moreover, stimulus phase effects on performance were
expected to be explainable by way of the phase of the in-
tervening neural delta (3-Hz) oscillation. We anticipated that,
across listeners, optimal stimulus phase would likely be in-
consistent because of individual stimulus–brain phase lags, but
we expected to observe a consistent optimal delta brain phase.
Finally, we also predicted that stimulus phase, by way of delta
brain phase, would modulate the ERP elicited by the gap.

Frequency Modulation Entrained Ongoing Delta Oscillations. Fig. 2A
shows amplitude spectra estimated from Fourier analyses for
individual listeners (gray) and averaged over listeners (red), av-
eraged over all electrodes. If ongoing neural oscillations were
entrained by the 3-Hz spectral modulation, increased amplitude
should be observed for the stimulation frequency, 3 Hz (and the
harmonic, 6 Hz, as has been reported in response to FM stimuli;
ref. 30). Therefore, two paired-samples t tests were conducted to
test the amplitude at the two target frequencies against the av-
erage amplitude of the adjacent frequency bins (eight bins on
either side of the target frequency, as recommended in ref. 30).
This analysis indicated significant amplitude peaks at both 3 Hz,
t(11) = 3.32, P = 0.008, and 6 Hz, t(11) = 4.30, P = 0.001.
As a main indicator of neural entrainment, intertrial phase co-

herence (ITPC; ref. 31) was calculated, assessing the consistency of
the brain response over trials and, therefore, in response to the
stimulus (Fig. 2B, averaged over listeners and electrodes). The
significance of peristimulus ITPCwas tested against baseline ITPC
(estimated for each channel in each frequency bin and averaged
over the time period from –1 s to –0.5 s before stimulus onset) by
using a permutation t test (repeatedmeasures) with a cluster-based
multiple-comparisons correction (32). A single significant cluster
was observed for ITPC in the 3-Hz frequency band (Fig. 2B). The
topography for the significant 3-Hz cluster is in full accordance
with auditory generators (33–35).
Critically, the FM phase of the stimulus at onset was randomized

from trial to trial, and the reported evidence for neural entrainment
at the stimulus frequency was only observable when the neural
signals were realigned such that per-trial stimulus phases were
consistent (SI Results and Fig. S1). Thus, phase reorganization was
not simply evoked by the stimulus onset but wasmaintained by exact
stimulus phase. In the next section, the perceptual and neural
consequences of this entrainment for target detection are reported.

Neural Entrainment Modulated Behavioral and Electrophysiological
Responses to Gaps. Behavioral effects of stimulus phase. Fig. 3 shows
smoothed proportions of detected gaps (hit rate) for each of the
20 FM-phase bins for individual listeners (Fig. 3A) and averaged
over listeners (Fig. 3B), superimposed on a schematic of the FM
stimulus. See Fig. S2 for corroborating RT data.
Hit rates were significantly correlated with stimulus phase [av-

erage (root mean square; rms) ρ = 0.79, t(11) = 8.92, P < 0.001; see
SI Results for details of data analysis]. This finding is simple be-
havioral evidence that human listening performance was, at least
indirectly, modulated by neural oscillations, under the assumption
confirmed above that neural oscillationswere entrained by spectral
stimulus fluctuations. However, it was important to rule out
a trivial acoustic explanation by assessing the consistency of the
phase relationship of hit rate to the stimulus across listeners. An
acoustic explanation for the current results would suggest that gaps
would have been inherently easier to detect when they occurred in,
for example, the peak of the 3-Hz FM stimulus. We tested this
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Fig. 1. (A) FM stimuli for the EEGexperiment. Periodicitywas conveyedwithout
fluctuations in amplitude (Top), but instead only by fluctuations in frequency
(Middle). Listeners detected short silent gaps (Bottom Left) that were distributed
uniformly around the3-Hz FMcycle (BottomRight); 2, 3, or 4gapswerepresent in
each 10-s stimulus. (B) Predicted neural and behavioral effects of entrainment
to the FM stimulus. At stimulus onset (Top), the phase of the ongoing delta
oscillation was predicted to reset to bring the neuronal oscillation into line with
the driving stimulus (Middle), thereby modulating the excitation–inhibition cycle
of the delta oscillation (Bottom Left). For this reason, gap detection hit rates
were expected to be modulated by stimulus phase (Bottom Right).
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significantly greater than baseline. Inset shows the
topography for the significant frequency region,
averaged over time; the color scale is the same as
for the time-frequency representation of ITPC.
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hypothesis formally by fitting a single-cycle cosine function to each
listener’s smoothed data (SI Results); from this function, we esti-
mated the stimulus phase angle corresponding to peak perfor-
mance. The distribution of individual “best” stimulus phases was
not significantly different froma uniformdistribution (Rayleigh z=
1.31, P = 0.29). Thus, stimulus acoustics alone are insufficient to
explain the current results. This observation suggests that listeners
differ in the phase lag with which their behavior related to the
entraining stimulus. Next, we demonstrate that the source of in-
terindividual variability in this lag is the intervening neural oscillation.
Behavioral effects of neural delta phase. Fig. 4 shows smoothed hit
rates from all trials of all listeners (Fig. 4C), sorted by 3-Hz delta
phase (Fig. 4A) at the time of gap occurrence (0 ms); phase
estimates were taken from Cz based on the central topography of
the significant 3-Hz ITPC cluster. Neural delta phase was sig-
nificantly correlated with hit rate [rms ρ = 0.76, t(11) = 8.25, P <
0.001; for full analysis details, see SI Results). Hit rates were
related to stimulus phase and to neural delta phase with similar
strength (t(11) = –0.49, P = 0.63). Thus, within listeners, both
stimulus phase and delta phase correlated significantly (and
similarly) with gap detection performance.
One important conjecture was that neural delta phase, but not

stimulus phase, would predict hit rates across listeners. To test for
consistency of phase effects across listeners, cosine functions were
fitted to the smoothed, binned data and used to calculate the phase
angle corresponding to peak performance. Estimates of optimal
phase angle indicated significant clustering of optimal neural phase
across listeners (Rayleigh z = 3.72, P = 0.02; Fig. 4G).

Event-related potentials as a function of neural delta phase. Fig. 4D
shows an “ERP image” (i.e., all single trials from all listeners),
sorted according to per-trial neural delta phase at gap onset. Similar
to the results for hit rate, ERPswere systematically related to neural
delta phase across listeners, but not to stimulus phase (Fig. S3). To
assess phase effects on ERP components, amplitudes were extrac-
ted from the canonical time windows of the N1 (0.05–0.15 s after
gap onset) and P2 (0.15–0.25 s). We were especially interested in
N1 effects, because they most faithfully represent early perceptual
processing of simple, to-be-detected auditory targets (36).
Phase effects were assessed in the same way as for hit rate

data. For the N1 (Fig. 4E), the mean correlation with brain phase
was extremely strong [rms ρ = 0.99, t(11) = 212.20, P < 0.001].
The correlation between N1 and stimulus phase (Fig. S2E) also
reached significance [rms ρ = 0.70, t(11) = 4.57, P < 0.001], but N1
amplitude was more strongly correlated with delta phase than
stimulus phase [t(11)= 6.53, P < 0.001]. Similar results were
obtained for the P2: Amplitude was significantly correlated with
both brain phase [rms ρ = 0.98, t(11) = 32.17, P < 0.001; Fig. 4I]
and stimulus phase [rms ρ = 0.88, t(11) = 21.19, P < 0.001; Fig.
S2I], but more strongly with brain phase than with stimulus phase
[t(11) = 6.13, P < 0.001].
Optimal phase for N1 and P2 amplitude per listener was then

estimated from the best-fit cosine function as a function of phase.
Separate Rayleigh tests indicated that, for both N1 and P2 ampli-
tudes, peak brain phase was consistent across listeners (N1: z =
11.96, P < 0.001; P2: z = 11.62, P < 0.001). However, peak stimulus
phase was not (N1: z = 1.83, P = 0.16; P2: z = 0.26, P = 0.78).
Not surprisingly, evoked responses also depended on whether

the gap that elicited them would be detected. A full analysis of
ERPs to hits and misses is reported in SI Results (and see Figs. S4
and S5). Overall, although ERPs were stronger to hits than to
misses, the delta phase in which the gap was presented was
a stronger predictor of the evoked signature than the behavioral
response to the gap [N1: t(11) = 8.35, P2: t(11) = 10.08, P < 0.001].

Individual Differences in Optimal Stimulus Phase Are Predictable from
Intervening Brain Phase. The relation of individual behavior to the
stimulus (i.e., the stimulus–behavior relation) was inconsistent
across listeners, but the relation of individual behavior to the brain
(the brain–behavior relation) was consistent. We suggest that the
critical variable is the intervening neural oscillation, namely the
phase lag of the brain with respect to the stimulus (the stimulus–
brain relation). Therefore, we expected that we could predict the
stimulus–behavior relation if we knew something about individual
stimulus–brain relations (Fig. 5).
This analysis required combining and comparing three lag values

estimated for each listener. First, the lag of each individual’s delta
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oscillation with respect to the stimulus was estimated from a cross-
correlation calculated between the trial-average time-domain 3-Hz
brain oscillation (bandpass-filtered between 2 Hz and 4 Hz) and
the stimulus (36); we note here that a cross-correlation was chosen
because here we aimed for an estimate of the lag of the brain with
respect to the stimulus, rather than the consistency of the neural
response. The lag corresponding to the peak correlation (con-
verted to radians) was taken as the stimulus–brain relation
(denoted “A” in Fig. 5). Second, the stimulus–behavior relation
was taken as the estimated lag parameter from the cosine fits to hit
rates as a function of stimulus phase (“C” in Fig. 5). Third, the
brain–behavior relation was similarly estimated as the lag of co-
sine-fitted hit rates as a function of delta phase (“B” in Fig. 5).
We summed the phase lags for the stimulus–brain (A) and

brain–behavior (B) relations. We assumed that the combination
of these two phase lags should predict the stimulus–behavior lag
(C). That is, we assumed we could account for individual vari-
ability in the stimulus–behavior lag by taking into account the
intervening brain signal. Accordingly, we correlated the summed
stimulus–brain and brain–behavior lags (A+B) with the stimu-
lus–behavior lag (C) by using a circular–circular correlation and
found that the stimulus–behavior lag (C) was predictable from
the intervening brain relation between the stimulus and behavior
[ρ(22) = 0.46, P = 0.033, one-tailed].

Discussion
The current study demonstrated that low-frequency (3-Hz) delta
oscillations are entrained by spectral fluctuations in nonspeech
auditory stimuli. In turn, instantaneous phase of both the stimulus
and the entrained neural oscillation determined optimal listening
behavior (here: gap detection performance). Moreover, entrained
delta oscillations shaped the auditory potential evoked by the gap
(ERP), and delta phase was more strongly predictive of ERP
amplitude than whether the gap was detected. We interpret the
current results as reflecting low-frequency oscillation of a neural
excitation–inhibition cycle, which governs listening performance
in a difficult (near-threshold) auditory perception task.
Critically, optimal stimulus phase varied across listeners, ruling

out a trivial acoustic explanation of the current results. Instead,
optimal neural delta phase was consistent across listeners. More-
over, we were able to explain individual differences in stimulus
phase effects on behavior by taking into account variation across
listeners in the relation of the entrained delta oscillation to the
driving stimulus.
Perceptual benefits (enhanced detection; faster RTs) have been

shown for near-threshold visual stimuli occurring in the optimal
phase of theta or alpha oscillations (16, 17, 37). Moreover, in the
auditory domain, delta phase reorganization has been demon-
strated in response to rhythmic tone sequences, resulting in a more

vigorous neural response to tone onsets (3, 14) and modulation of
RTs to suprathreshold stimuli (14). A recent study demonstrated
modulation of miss rates by low frequency (2–6 Hz) oscillatory
phase for near-threshold auditory targets embedded in an ongoing
aperiodic stimulus (19).
However, the present data demonstrate that phase reorganization

in response to a periodic auditory stimulus influences perceptual
processing of near-threshold target stimuli in a periodic fashion.
Moreover, although phase locking to FM stimuli has been observed
(27–29), this study shows optimal-phase effects due to phase locking
to an auditory stimulus modulated only spectrally (i.e., without any
rhythmic amplitude fluctuations). Thus, the current results are sug-
gestive that spectralfluctuations in natural auditory stimulimay act as
a pacing signal for low-frequency oscillations and may, in turn, in-
fluence auditory perception.

Entrainment in the Absence of Envelope Information. Much em-
phasis is placed on amplitude fluctuations as the time-varying
signal by which ongoing neural oscillations might be entrained
(22, 23). This strong emphasis is epitomized by a recently pro-
posed model in which speech comprehension is formalized in
terms of the goodness of entrainment of ongoing theta-band
oscillations to the amplitude (syllable) envelope of speech (38).
In this model, the active adjustment of the stimulus–brain re-
lation is proposed to be supported by a phase-reset mechanism,
which critically relies on acoustic onsets to evoke the reset re-
sponse (ref. 20 for further discussion of this point). For this
reason, envelope cues (at the syllabic rate) are proposed to be of
utmost importance for entrainment of ongoing brain oscillations
to an acoustic signal.
Here, we chose to make use of a FM stimulus for three reasons.

First, although it is commonly acknowledged that speech contains
slow fluctuations in the frequency domain, the possibility that these
fluctuationsmight provide a pacing signal for phase reorganization
of low-frequency oscillations has not received much scientific at-
tention. This study demonstrates behavioral consequences of delta
phase reorganization in response to periodic spectral changes. It is
noteworthy in this regard that we did not see evidence for phase
reorganization when we did not realign trials with respect to
stimulus phase.
Second, the constant amplitude over the cycle of theFMallowed

us to uniformly distribute targets around the stimulus phase, and
thereby construct a modulation profile for hit rates and ERPs as
a function of entrained delta phase. Because the phase of the
entrained neural delta oscillation was predictable from the phase
of the FM stimulus, we were capable of targeting specific neural
delta phases to assess modulatory effects on perception. This
technique is similar to, but less obtrusive than, paradigms that drive
brain oscillations with TACS or TMS (5, 6) and present targets at
known phases of the entrained oscillation.
Third, an advantage of using an entraining stimulus without

amplitude fluctuations (i.e., onsets) is the avoidance of complica-
tions that come with attempting to measure “proper entrainment”
separately from periodic evoked responses to rhythmically pre-
sented stimuli. It has been argued that “entrainment” may reflect
nomore than rhythmic evoked responses (39).When the temporal
context is defined based on discrete events (e.g., tones), these two
possibilities are not separable. This confound arises because in-
dividual ERPs occur in response to event onsets at precisely the
stimulation frequency, leading to increased spectral power and
phase locking at the stimulation frequency in the (time–)frequency
domain. In the present study, rhythmic information was commu-
nicated by frequency modulation. Thus, we argue that increased
3-Hzpower andphase coherence did not result fromperiodic evoked
responses but rather reflect entrainment of neural oscillations.
At the level of an individual frequency-tuned neuronal pop-

ulation, frequency modulation constitutes a local “onset” and, thus,
an evoked response, which follows from the tonotopic organization

Stimulus

Behavior

A B
C

A
B

C

Delta

Fig. 5. A schematic depicting the reconstruction of individual stimulus–
behavior lags (C) from stimulus–brain lags (A) and brain–behavior lags (B).
For each listener, stimulus–brain lags were estimated from a cross-correla-
tion analysis, whereas stimulus–behavior and brain–behavior relations were
taken from analyses estimating optimal phase from hit rate data. Then,
brain–behavior lags and stimulus–brain lags in radians were summed, and
this sum was correlated with stimulus–behavior lags (P = 0.03). This re-
lationship confirmed that variability in stimulus–behavior relations is well
explained by the intervening brain oscillation phase lag.
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of the auditory system, beginning with cochlear output. An auditory
stimulus with continuously varying frequency serially stimulates
neighboring cortical locations (40, 41); therefore, a single fre-
quency-tuned neuronal population would respond periodically to
an FM stimulus, with increased firing coinciding with the time
point at which the frequency trajectory intersects the characteristic
frequency of that cortical location. From this perspective, it could
be argued that on a very local spatial scale, an FM stimulus is not so
different from a periodic tone sequence, in terms of recurrent
onsets and offsets.
However, our behavioral results would be very difficult to explain

based on local excitation by frequency modulation. Because the
pattern of evoked excitations is continuous—that is, based on con-
tinuous stimulation—an optimal stimulus phase for gap detection
would imply a privileged set of frequency-tunedneurons that respond
best to near-threshold auditory targets. Moreover, because optimal
stimulus phase varied across listeners, the privileged neuronal pop-
ulation would differ between listeners in terms of frequency tuning.
Overall, we suggest that a distinction can be made between local

excitation evoked by transient stimulation of a frequency-tuned
neuronal population (FM) and global excitation evoked by sound
onsets and associated with a perceptual onset (AM). However, fu-
ture research onFM-induced entrainment andphase reorganization
will profit by using intracranial recording techniques in human or
animal subjects.

Interpreting Optimal Phase. In the current study, we found that
detection performance and N1 amplitudes peaked for gaps that
were presented in the rising phase, near the peak, of the 3-Hz delta
oscillation (Fig. 4). These results are perhaps unexpected based on
the idea that local neuronal populations should be most excitable
when the slow oscillation indexing local potentials is at its most
negative point (i.e., in the trough of the oscillation), as has been
demonstrated recording directly from macaque auditory cortex
(A1; 3, 4, 9). In contrast, the current study relies on EEG, in which
each single electrode measures summed electric potential fluctu-
ations through the skull. Thus, the EEG signal is comparably im-
pure. Moreover, the absolute phase value of an EEG signal
depends on the choice of reference (42). Thus, we exercise some
caution when interpreting absolute values of optimal phase.
With this cautionary note in mind, one of the most interesting

findings emerging from the current study was based on relative
phase. That is, the stimulus phase in which individual listeners
performed best was variable (Fig. 3). However, we were able to
predict peak stimulus phase (i.e., the stimulus–behavior lag) from
a simple combination of the stimulus–brain lag and the brain–be-
havior lag. This result confirms our hypothesis that the entrained
delta oscillation was the intervening variable between the stimulus
and the pattern of behavioral results observed for each listener.

Neural Oscillations and Temporal Context. The role of the rhythmic
context in which an event is situated recently has gained much
attention, and a theoretical proposal regarding rhythmic attention
captures well this zeitgeist (8). The critical idea behind this pro-
posal is that attention can behave in either a “rhythmic” or
a “continuous” mode, with the former being the default mode of
operation. Under the rhythmic processing scheme, neuronal sen-
sitivity fluctuates and is heightened at times when stimuli are most
likely to occur. The rhythmic mode can be contrasted with an
energetically more expensive, constant state of high neuronal
sensitivity that subserves continuous monitoring for a temporally
unpredictable stimulus. Because of the imbalance in energy
demands, it is suggested that the rhythmic mode is preferred. The
preference for a rhythmic processing mode fits well with the ob-
servation that many natural auditory signals are, to varying extents,
rhythmic. Moreover, it can be noted that many sensory behaviors
actively push perception into a rhythmic mode (43). For example,
in vision, saccades occur rhythmically with a rate near 3 Hz; visual

input coincidingwith stable viewing is enhanced, whereas visual input
during a saccade is suppressed, consistent with rhythmic attending.
Moreover, in nonhuman animals, respiration tied to sniffing (olfac-
tion) and whisking behavior (somatosensation) are both rhythmic,
with periods of excitation interleaved with periods of inhibition.
This proposal fits well with a theory of rhythmic attending de-

veloped by Jones and colleagues (44–47), referred to as dynamic
attending theory. In brief, dynamic attending theory proposes that
attention waxes and wanes rhythmically and that events coinciding
with attentional “peaks” are privy to more thorough processing.
Moreover, attentional rhythms are entrained by environmental
rhythms. Thus, better processing is afforded to stimuli occurring
at points in time that are expected based on the rhythmic context
in which they are presented. Indeed, perception of onset time
(47), pitch perception (48), and gap detection (49) are better for
temporally expected relative to unexpected stimuli. Although the
proposed mechanism underlying these perceptual benefits is os-
cillation of an “attentional pulse” as opposed to a neural oscil-
lation, these ideas lay important groundwork for the bourgeoning
interest in perceptual consequences of neural entrainment by
environmental rhythms.

Conclusions
In conclusion, this study demonstrates that successful detection
of (and response times and ERPs to) difficult-to-detect auditory
stimuli depends on the instantaneous phase of neural delta oscil-
lations that are entrained by a spectrally modulated stimulus. This
observation constitutes an important generalization of the neural
entrainment hypothesis to rhythmic stimuli in the absence of salient
stimulus onsets and offsets. We suggest that low-frequency (i.e.,
delta-range)fluctuations of natural auditory stimuli in the frequency
domain, for example prosodic or melodic contour information,
act as a pacing signal by which slow neural delta oscillations are
entrained, thereby optimizing human listening behavior.

Experimental Procedures
Participants. Twelve normal-hearing, native German speakers (age 21–32,
6 female) took part in the study. Data from another four participants were
collected but were discarded because of a high degree of noise in the EEG
recording (n = 3) or inability to perform the gap detection task (n = 1).
Participants received financial compensation of 15 V. Written informed
consent was obtained from all participants. The procedure was approved by
the ethics committee of the medical faculty of the University of Leipzig and
in accordance with the declaration of Helsinki.

Stimuli. Auditory stimuli were generated by MATLAB software at a sampling
rate of 60,000 Hz. Stimuli were 10-s complex tones frequency-modulated at
a rate of 3 Hz and a depth of 37.5% (Fig. 1). Complex carrier signals were
centered on one of three frequencies (800, 1,000, 1,200 Hz) and comprised
of 30 components sampled from a uniform distribution with a 500-Hz range.
The amplitude of each component was scaled linearly based on its inverse
distance from the center frequency; that is, the center frequency itself was
the highest-amplitude component, and component amplitudes decreased
with increasing distance from the center frequency. The onset phase of the
stimulus was randomized from trial to trial, taking on one of eight values (0,
π/4, π/2, 3π/4, π, 5π/4, 3π/2, 7π/4). All stimuli were rms amplitude normalized.

Two, three, or four silent gaps were inserted into each 10-s stimulus (gap
onset and offsetwere gatedwith 3-ms half-cosine ramps)without changing the
duration of the stimulus. Each gap was chosen to be centered in 1 of 20 equally
spaced phase bins intowhich each single cycle of the frequencymodulationwas
divided. Gaps were placed in the final 9 s of the stimulus, with the constraint
that two gaps could not occur within 667 ms (i.e., 2 cycles) of each other.

Procedure. Gap duration was first titrated for each individual listener; in-
dividual thresholds ranged between 10 ms and 18 ms. For the main exper-
iment, EEG was recorded while listeners detected gaps embedded in 10-s-
long FM stimuli. Each stimulus contained 2, 3, or 4 gaps, and listeners
responded with a button-press when they detected a gap. Listeners were
instructed to respond as quickly as possible when they detected a gap, and
a response was considered to be a “hit”when it occurred within 1 s of a gap.
Overall, each listener heard 70 stimuli per carrier frequency, for a total of
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210 trials. For each of the 20 FM-phase bins, 30 gaps were presented, 10 per
carrier frequency, for a total of 600 targets. On average, the experiment
lasted between 90 and 120 min including preparation of the EEG. See SI
Experimental Procedures for additional procedural information.

Data Acquisition and Analysis. Behavioral data. Behavioral data were recorded
online by Presentation software (Neurobehavioral Systems). Hits were de-
fined as button-press responses that occurred no more than 1 s after the
occurrence of a gap. Hit rates and RTs were calculated separately for each of
the 20 FM-phase bins. See SI Experimental Procedures for additional details.
Electroencephalogram data. The EEG was recorded from 64 Ag–AgCl electrodes
mounted on a custom-made cap (Electro-Cap International), according to
the modified and expanded 10–20 system. Signals were recorded continu-
ously with a passband of DC to 200 Hz and digitized at a sampling rate of
500 Hz. The reference electrode was the left mastoid. Bipolar horizontal and
vertical EOGs were recorded for artifact rejection purposes. Electrode re-
sistance was kept under 5 kΩ.

All EEG data were analyzed offline by using Fieldtrip software (www.ru.nl/
fcdonders/fieldtrip; ref. 50), and custom Matlab (Mathworks) scripts. After

artifact rejection, full stimulus epochs were analyzed in the frequency and
time-frequency domains to examine oscillatory brain responses entrained by
the 3-Hz stimulation. Specifically, we examined amplitude spectra and in-
tertrial phase coherence (ITPC).

For target epochs, ERPs were examined in the time domain, and power,
ITPC, and a bifurcation index (37) were analyzed in the time-frequency do-
main. For each of these dependent measures, responses to detected (hits)
and undetected (misses) targets were compared directly. Moreover, single-
trial complex output from the Wavelet convolution was also used to esti-
mate the phase angle in the 3-Hz band at the time of gap occurrence, then
single-trial ERPs were sorted with respect to the delta phase angle to char-
acterize delta phase effects. For hit rates, RTs, N1 amplitudes, and P2
amplitudes, the optimal delta or stimulus phase angle was estimated based
on a single-cycle cosine fit to the data. For additional data analysis in-
formation, please see SI Experimental Procedures.
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SI Results
Electrophysiological Correlates of Gap Detection. After demon-
strating the dependence of gap detection on delta brain phase, we
examined the electrophysiological correlates of detected versus
undetected gaps. Fig. S4A shows event-related potentials (ERPs)
elicited by detected and undetected gaps, averaged over all elec-
trodes, with regions of significant difference marked in red [based
on the Fieldtrip-implemented, false discovery rate (FDR)-cor-
rected, paired-samples permutation t test, with cluster correction;
ref. 1]. It is clear that ERPs to detected gaps were overall larger
than ERPs to undetected gaps.
Results for power changes (Fig. S4B) and intertrial phase co-

herence (ITPC) (Fig. S4C) in response to gaps revealed converging
results. That is, both metrics revealed significant differences span-
ning the delta, theta, and alpha bands (2–12Hz) in the time window
corresponding to the gap-evoked response. With respect to power,
a significant enhancement was observed in a single cluster spanning
thedelta and theta bands (2–8Hz). Suppressionwas observed in the
alpha (two clusters, one impinging on theta: 9–11Hz, 6–10Hz) and
beta (one cluster: 15–25 Hz) bands, that was stronger for detected
than for undetected gaps. Similarly, ITPC in the delta, theta, and
alpha bands (single significant cluster: 2–15 Hz frequency range)
was increased for detected relative to undetected gaps, also in the
time range of the ERP. Thus, both power and phase coherence
results suggest enhancement of the phase-locked evoked response
to detected relative to undetected gaps.
We also calculated a bifurcation index (2), which indexes the

consistency of the phase reset due to detected versus undetected
gaps (Fig. S4D). Negative values indicate stronger phase concen-
tration for one target type (e.g., hits) than for the other (e.g.,
misses), whereas positive values indicate phase consistency for both
hits andmisses, but with different preferred phase angles. The value
of the bifurcation index was significantly negative relative to the
pretarget baseline period (–1 to –0.5 s) in the delta, theta, and alpha
frequency bands (2–12 Hz) for 600 ms after target occurrence.
Taken together with the ITPC results, gap-evoked responses were
consistent following detected targets, whereas undetected targets
did not reset phase in the 2- to 12-Hz range to a consistent angle.

Delta Phase is a Better Predictor of ERP Magnitude than Target
Detection. We also compared the degree to which ERP magni-
tudes correlated with hit rates versus delta phase. As would be
expected, N1 [t(11) = 5.21, P > 0.001] and P2 [t(11) = 1.98, P =
0.07] amplitudes were significantly correlated with hit rate (this
was only marginal for P2 amplitude). We wanted to rule out the
possibility that the relation between the neural delta oscillation
and ERP was merely a by-product of more detected targets (with
therefore larger ERPs) occurring near the peak of the delta os-
cillation. If modulation of ERPs by delta phase was simply due to
more hits occurring in some delta phases than in others, we would
have expected the hit rate–ERP correlation to be greater than or
equal to the delta phase–ERP correlation. However, delta phase
[N1: t(11) = 8.35, P2: t(11) = 10.08] predicted ERP amplitudes
better than hit rate (P < 0.001), indicating that phase effects were
not simply the result of more detected targets for some delta
phases relative to others.

Conditional Probability of Gap Detection. We also conducted an
analysis in which we calculated hit rates as a function of the time
since the previous target occurrence. Each stimulus contained
between two and four gaps, and the minimum duration between
gaps was 667 ms. Thus, gaps occasionally occurred in the time

window of the phase-reset response evoked by the previous gap
(the “ERP window”). Because hits and misses had significantly
different gap-evoked response signatures, it was possible that es-
timating instantaneous phase in this timewindowmay have been in
part responsible for the delta phase effects we observed.
Thus, we examined detection performance for only those gaps

that followed another target within the same 10-s stimulus. We
binned these gaps based on the duration separating them from the
preceding target (1–6 s; we ignored gaps occurring after a longer
duration because there were too few of these trials to provide
a meaningful comparison). Moreover, we split the gaps according
to whether the preceding target was a hit (and thus elicited
a phase reset) or a miss (and was less likely to elicit a phase reset).
Fig. S5 shows hit rates as a function of time since the preceding
gap, split according to whether the previous target was a hit or
a miss. A repeated-measures ANOVA revealed a significant main
effect of time since the previous gap (P = 0.001), which was
qualified by a significant interaction with whether the previous
gap was a hit or miss (P = 0.02). The interaction was driven by
lower hit rates for gaps occurring within 1 s of a detected gap than
an undetected gap (P = 0.005); pairwise comparisons of hit rates
for gaps following hits vs. misses did not reach significance at any
other time point (P > 0.2).
This analysis indicated that gaps occurring within the ERP time

windowof another detected gapweremore likely to bemissed than
if the preceding gap was not detected and, thus, did not produce
a strong phase reset. To rule out that the observed delta phase
effects were an artifact of this result, we removed all trials on which
the gap occurred within 1 s of another gap, regardless of whether
the preceding gap was a hit or miss. Then, we replicated our ana-
lysis that involved sorting trials by delta phase (Fig. 4). Critically,
we found that even without trials where gaps occurred within an
ERPwindow, delta phase significantly predicted hit rate (t=18.98,
P < 0.001, rms ρ= 0.87), N1 amplitude (t= 183.22, P < 0.001, rms
ρ = 0.99), and P2 amplitude (t = 28.16, P < 0.001, ρ = 0.98). We
thus conclude that our delta phase results were not simply due to
occasionally presenting a target in the time window of the phase-
reset response evoked by the previous gap.

SI Experimental Procedures
Procedure. Titration of individual gap duration was accomplished
by using a two-down one-up adaptive tracking procedure, which
converged on the gap duration corresponding to 70.7% correct in
a three-alternative forced-choice (3AFC) gap detection task (3, 4)
in MATLAB on a MacBook Pro laptop (Apple). On each trial,
listeners were presented with three 1-s FM stimuli, constructed
according to the same constraints as the stimuli in the experiment
proper, and indicated which of the three contained a gap. The gap
was always temporally centered in the stimulus. The starting phase
of each of the three stimuli was randomized independently and
could take on any value between 0 and 2π, Thus, gaps occurred
during the thresholding procedure equally often at all stimulus
phases. Thresholds were therefore an approximate average of in-
dividual thresholds corresponding to different stimulus phase lo-
cations. Listeners completed three blocks of the adaptive tracking
procedure in ∼15 min. Twelve reversals were completed during
each block, and thresholds were taken as the arithmetic average of
the final eight reversals. The final individual gap durationwas taken
as the average of the three estimates from the individual blocks.
For the main experiment, listeners were seated in front of a black-

screen computer monitor in an EEG cabin. They registered re-
sponses with a button box, which they were permitted to hold in their
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lap or set on the table in front of them. Each trial was initiated with
a button press, which was followed by the appearance of a fixation
cross after a variable interval (centered on 1.5 s), and after another
variable interval (centered on 1.5 s) by the onset of the sound. The
experiment was self paced, in that listeners were allowed to break as
long as they wished before initiating the next trial.

Data Analysis. Behavioral data. Behavioral performance was modu-
lated by the FM phase at which the to-be-detected gap occurred.
To confirm this observation, separate circular–linear correlations
were calculated between stimulus phase and hit rate for each
listener. To test the strength of these correlations across listeners,
correlations were first converted to coefficients of determination
(R2) by squaring, and then arcsine transformed to overcome
nonnormality due to bounding of circular-linear correlations be-
tween 0 and 1 (5). Squared, transformed correlation coefficients
were then tested against the null hypothesis of zero correlation.
EEG data. Two sets of epochs-of-interest were defined. Full-stim-
ulus epochs were defined as 1.5 s preceding and 11.5 s after the
sound onset to capture the full 10-s stimulus. Target epochs were
defined as 2 s preceding and 2 s after each gap occurrence. Data
were bandpass filtered between 0.1 Hz and 100 Hz, then artifacts
were rejected in two steps. First, independent components analysis
(ICA) was used to eliminate blinks, electrooculuogram (EOG),
and muscle activity. For full-stimulus epochs, this procedure re-
sulted in removal of M = 4.27 ± 1.37 components (range: 2–7),
and for target epochs, M = 4.92 ± 1.44 components were re-
moved (range: 3–7). Second, individual trials were automatically
rejected by using a threshold-based rejection routine with a
threshold of 120 μV. For full-stimulus epochs, after ICA, 5.2 ±
6.1% of trials were removed (range 1–38 of 210 trials), and
for target epochs, 21 ± 11% of trials were removed (range 28–262
of 600 trials).
To examine oscillatory brain responses entrained by the 3-Hz

stimulation, full-stimulus epochs were analyzed in the frequency
domain. It should be noted that the starting phase of the FM
stimulus was randomized from trial to trial. Therefore, before
conducting frequency-domain analyses, brain responses were
shifted in time so that the FM stimulus on each trial would have
been perfectly phase-locked across trials. To estimate power in
each frequency band, a fast Fourier transform (FFT) was
performed on the trial-averaged time-domain data, after high-
pass filtering at 0.5 Hz to reduce 1/f noise and multiplication
with a Hann window. The single-trial time-domain data were
submitted to a time–frequency analysis by using the Fieldtrip-
implemented version of the Wavelet approach using Morlet
wavelets (6, 7), with which the time series were convolved.
Wavelet-based approaches to estimating time–frequency rep-
resentations of EEG data form a good compromise between
frequency and time resolution. Here, wavelet size varied with
frequency linearly from three to seven cycles over the range
from 1 to 15 Hz (Fig. 2 shows only up to 10 Hz). The resulting
complex values were used to estimate ITPC (8) for each
channel, for each frequency–time bin. ITPC was calculated
according the formula

ITPCðc;f ;tÞ ¼ 1
N

!!!!!
XN

k¼1

eiθðc;f ;t;kÞ
!!!!!;

where θ(c,f,t,k) is the single-trial, instantaneous phase angle of
the ongoing oscillation on a single trial (k). The value of phase
coherence is equal to the resultant vector length of the sample of
phase angles and is bounded between a minimum of 0 and a max-
imum of 1. Because phase coherence values are bounded and are
therefore not normally distributed, values were arcsine-trans-
formed (5) before being submitted to statistical analysis.

Target epochs were first analyzed in the time domain; data for
detected and undetected gaps were time locked with respect to
gap onset, then low-pass filtered below 15 Hz and subjected to a
paired-samples t test with a cluster-based correction for mul-
tiple comparisons (1). Target epochs were also subjected to
a wavelet analysis; the complex output of the wavelet convo-
lution was used to estimate power and ITPC separately for
detected and undetected gaps, which were again compared with
a paired-samples t test with cluster correction. Finally, ITPC
values were used to estimate a bifurcation index (2), which can
be calculated according to the formula:

ðITPCd − ITPCTÞ × ðITPCu − ITPCTÞ;

where ITPCd refers to ITPC across all trials on which the target
was detected, ITPCu refers to ITPC across undetected target
trials, and ITPCT refers to the total ITPC over all trials. For the
bifurcation index, negative values indicate significant phase con-
centration of either detected or undetected target trials (but not
both), whereas positive values indicate significant phase concen-
tration for both trial types, but with a different mean phase angle.
Values near zero indicate that either both trial types are phase
locked with the same mean angle or phase distributions for both
trial types are uniform.
Trials were low-pass filtered with a 100-sample kernel. To es-

timate the relationship of ERP component amplitudes to neural
delta phase at the time of target occurrence, mean amplitudes
were extracted from time windows centered on the canonical N1
(50–150 ms) and P2 (150–250 ms) components. Random-effects
analyses involved calculating circular-linear correlations between
delta phase and each of these dependent measures for each lis-
tener. The correlation coefficients were first transformed to co-
efficients of determination by squaring, so that they would be
additive and amenable to statistics. Then, because circular-linear
correlation coefficients are bounded between 0 and 1, coefficients
of determination were arcsine transformed before being sub-
mitted to single-sample t tests against 0. This analysis was re-
peated for stimulus phase (Fig. S3).
Optimal phase was estimated for each dependent variable [hit

rate, response time (RT), ERP amplitude] with respect to both the
stimulus and the brain by using the following procedure. Single-
trial phase values were used to sort hits and ERPs for single trials
into 20 bins corresponding to the same phase values as shown in
Fig. 1. N1 and P2 time windows were defined the same as above.
Thus, as for stimulus phase, the result was 20 hit rates, RTs, and
ERPs, corresponding to 20 phase bins.
Binned data (for both stimulus and brain phase) were smoothed

by using a circular smoothing method with a five-sample kernel.
Then, for each listener, a single-cycle cosine function was fit to the
smoothed data by using a MATLAB-implemented least squares
routine (lsqcurvfit):

f ðjÞ ¼ cosð2πfmtðjÞ þ φÞ;

where t(j) is the time step (t= 0–0.33 s), fm was fixed at 3 Hz, and
the phase lag parameter, φ, was free. Using the best-fit equation,
we estimated the time step, t(j), at which the function reached
a local maximum (hits, P2) or minimum (RT, N1), correspond-
ing to peak performance. The value of t(j) yielding best perfor-
mance was then multiplied by 2πfm, where fm = 3, yielding the
phase angle in radians corresponding to peak performance, i.e.,
optimal phase. Optimal phases were tested against uniformity by
using Rayleigh tests.
Phase lag parameters for behavioral and electrophysiological

data with respect to the stimulus and with respect to the brain
were maintained and treated as estimates of the stimulus–be-
havior lag and brain–behavior lag, respectively. As outlined in
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the main text, the combination of the brain–behavior lag and the
stimulus–brain lag (estimated from cross-correlations between

the stimulus and time-domain signal) was used to predict the
brain–behavior lag.
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Fig. S1. No evidence for entrainment was observed when amplitude spectra and ITPC were calculated for trials that were not realigned to a common stimulus
phase. (A) Amplitude spectrum of FFT of time-domain EEG signal. Red line indicates the group average spectrum, and gray lines show single participants’ spectra,
averaged over all electrodes. Individual trials were time locked to the stimulus onset and were not realigned with respect to per-trial stimulus phase. Amplitude
in the 3-Hz and 6-Hz frequency bins did not differ significantly from amplitude in the neighboring bins [3 Hz: t(11)= −1.91, P = 0.08; 6 Hz: t(11) = −1.71, P = 0.12],
and the trend was in the wrong direction. (B) ITPC shown over time (Left) and averaged over time (Right), again averaged over all electrodes. A permutation t
test on ITPC (Fig. S2B) failed to reveal any frequency bands in which ITPC was significantly higher than during the prestimulus baseline period.
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Fig. S2. (A) RTs to detected gaps were modulated by stimulus phase. Squared, arcsine-transformed, circular-linear correlation coefficients were calculated for
each individual and tested against the null hypothesis of zero correlation. RTs were significantly correlated with stimulus phase [rms ρ = 0.70, t(11) = 6.74, P <
0.001]. (B) However, grand average RTs (z-transformed before averaging) were not systematically related to stimulus phase, ruling out an acoustic explanation
for the behavioral modulation.
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Fig. S3. No systematic relation between stimulus phase and hit rate or ERPs was observed across listeners. Trials were sorted according to single-trial stimulus
phase (B) rather than single-trial delta brain phase (A). Neither hit rate (C) nor ERPs (D–F) were systematically related to stimulus phase across listeners. Hit rates
(C), N1 amplitude (E), and P2 amplitude (F) were each significantly correlated with stimulus phase within listeners. However, optimal stimulus phase defined in
terms of hit rate (G), N1 amplitude (H), and P2 amplitude (I) was not consistent across listeners (Rayleigh’s tests, all P ≥ 0.16).
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Fig. S4. Comparison of detected and undetected gaps. (A) ERPs to detected gaps were larger than to undetected gaps; red bar marks areas of significant
difference. (B) Significant cluster for total power: detected > undetected gaps. A delta-theta-alpha enhancement during the time window of the ERP was
larger for detected gaps, as were later suppressions in the alpha and beta ranges. (C) Significant cluster for ITPC for the contrast detected > undetected gaps.
One significant cluster in the delta-theta-alpha range during the time window of the ERP revealed increased phase locking for detected relative to undetected
gaps. (D) Significant cluster for the bifurcation index. One significant cluster in the delta-theta-alpha range during the time window of the ERP revealed that
detected gaps reset the phase in the 2- to 12-Hz band more consistently than undetected gaps.
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Fig. S5. Hit rates plotted as a function of the time since the previous gap, separately for cases when the previous gap was a hit (Left) versus when it was a miss
(Right). Hit rates were significantly reduced for targets after a hit within 1 s relative to targets after a miss within 1 s.
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