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Herrmann B, Henry MJ, Obleser J. Frequency-specific adapta-
tion in human auditory cortex depends on the spectral variance in the
acoustic stimulation. J Neurophysiol 109: 2086-2096, 2013. First
published January 23, 2013; doi:10.1152/jn.00907.2012.—In auditory
cortex, activation and subsequent adaptation is strongest for regions
responding best to a stimulated tone frequency and less for regions
responding best to other frequencies. Previous attempts to characterize
the spread of neural adaptation in humans investigated the auditory
cortex N1 component of the event-related potentials. Importantly,
however, more recent studies in animals show that neural response
properties are not independent of the stimulation context. To link
these findings in animals to human scalp potentials, we investigated
whether contextual factors of the acoustic stimulation, namely, spec-
tral variance, affect the spread of neural adaptation. Electroencepha-
lograms were recorded while human participants listened to random
tone sequences varying in spectral variance (narrow vs. wide). Spread
of adaptation was investigated by modeling single-trial neural adap-
tation and subsequent recovery based on the spectro-temporal stimu-
lation history. Frequency-specific neural responses were largest on the
N1 component, and the modeled neural adaptation indices were strongly
predictive of trial-by-trial amplitude variations. Yet the spread of adap-
tion varied depending on the spectral variance in the stimulation, such
that adaptation spread was broadened for tone sequences with wide
spectral variance. Thus the present findings reveal context-dependent
auditory cortex adaptation and point toward a flexibly adjusting
auditory system that changes its response properties with the spectral
requirements of the acoustic environment.

auditory cortex; frequency-specific adaptation; N1 component; short-
term plasticity

ADAPTATION refers to the phenomenon by which the responsive-
ness of a neural population declines with sustained stimulation.
In tonotopically organized regions, such as auditory cortex, this
adaptation is frequency specific. That is, regions responding
best to a particular tone frequency adapt most strongly,
whereas those responding best to other frequencies adapt to a
lesser degree (Jadskeldinen et al. 2011).

Much of the electroencephalographic (EEG) research on the
neural mechanisms of auditory processing in humans has
focused on the N1 component, a negative deflection of event-
related potentials (ERPs) that is maximal around 80—120 ms
after stimulus onset. The N1 is associated with basic auditory
perception (for a review see Néitidnen and Picton 1987), and its
neural sources have been localized to auditory cortex (Maess et
al. 2007; Pantev et al. 1988).

Using the N1 as a measure of auditory cortex activations,
one line of research has focused on recovery from adaptation
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over time after activation (e.g., McEvoy et al. 1997; Rosburg et
al. 2010; Sams et al. 1993). These studies revealed that the N1
amplitude increases with increasing time between two succes-
sive tone stimulations (i.e., with increasing onset-to-onset in-
terval) and that the neural population asymptotically reap-
proaches full responsiveness after ~10 s.

Another line of research has focused on the frequency speci-
ficity of the N1 amplitude, showing that the presentation of a tone
affects the responsiveness of the neural population responding to
a succeeding tone. This influence increases with decreasing fre-
quency separation between the two tones (e.g., Butler 1968; May
et al. 1999; Nditinen et al. 1988). It should be noted that the term
“frequency-specific adaptation” is potentially problematic when
applied to a component of the evoked potential, here the N1. This
is because the relationships between spiking behavior of single
neurons, local field potentials, and human EEG are still not well
understood (Buzsdki et al. 2012). Regardless of this, previous
findings using N1 amplitude as a dependent measure were nev-
ertheless taken as indices for neural adaptation spanning across a
range of frequency-specific cortical regions in auditory cortex, and
thereby affecting the N1 amplitude (N&étinen et al. 1988; Picton
et al. 1978).

In addition, early studies suggested that the spread of fre-
quency-specific neural adaptation underlying N1 amplitude
variations is very broad (e.g., Butler 1968; Gorny and Butler
1975), whereas the adaptation spread reported in later studies
varied extensively from the earlier studies (e.g., Nédtdnen et al.
1988). More recent findings, on the other hand, show that the
response properties of neurons along the auditory pathway can
change depending on the acoustic stimulation (e.g., Dahmen et
al. 2008, 2010; Dean et al. 2005; Taaseh et al. 2011). For
example, it has been suggested that individual neurons adapt to
the variance as well as to the spectral properties of the acoustic
stimulation (Bitterman et al. 2008; Dean et al. 2005). Such
short-term plasticity in auditory cortex has been proposed as an
important mechanism involved in a variety of cognitive and
auditory stimulus processing phenomena (Jiidskeldinen et al.
2007, 2011).

Here we aimed to link these previous findings from single-
neuron recordings in animals to human scalp potentials. The
present EEG study thus investigated frequency-specific adap-
tation in auditory cortex. Specifically, we asked whether the
spread of N1 adaptation depends on contextual factors in the
acoustic stimulation, here the spectral variance. To this end,
random tones were presented in rapid sequences in which the
frequency spacing between tones was varied. A simple com-
putational model predicted trial-by-trial auditory cortex activa-
tions from the combination of spread of adaptation and recov-
ery from adaptation. The results suggest short-term plastic
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Third, in the main experiment, six blocks were presented (2 per
spectral variance condition) while EEG was recorded. The order of
spectral variance conditions was counterbalanced across participants.
Each block started with a silent period of >10 s prior to the beginning of
the acoustic stimulation to ensure full responsiveness of neural popula-
tions at block onset. Within each block, a train of 8 unique tones was
presented 199 times without pauses between trains. Tone frequencies
within each train were randomized (Fig. 1B). Tones containing a small
frequency excursion (deviants) were randomly intermixed into the stim-
ulation, with a minimum of 2 s and a maximum of 7 s between two
deviant tones. No two consecutive tones ever had the same frequency,
even during transitions between trains. Tones were presented with a
comparably short onset-to-onset interval of 0.5 s. Overall, participants
heard a total of 1,592 tones per block (199 for each of the 8 frequencies)
including 176 deviant tones (11%) counterbalanced across tone
frequencies.

We also employed an attention manipulation: In half of the blocks
participants were instructed to ignore the acoustic stimulation, while
in the other half of the blocks participants were instructed to complete
a deviant-detection task that required participants to respond with a
button press when they detected a deviant tone. In both task condi-
tions, participants were instructed to visually monitor a silent movie.
Ignore and attend blocks were presented in an alternating fashion with
the starting condition counterbalanced across participants. In total, the
experiment lasted ~3 h.

Behavioral data analysis. For each participant, the proportion of
correctly detected deviant tones was calculated. A response was
considered a hit (correct response) if the button press was made within
0.2—1 s after the onset of the frequency excursion defining the deviant.

An empirical guessing level was estimated for each participant in
each block. The reason was that individual participants differed in
their response biases (i.e., their willingness to indicate that they
detected a deviant). Thus increased hit rates could have resulted from
more liberal response biases, which would have in turn led to more
button presses falling into the time window during which they were
considered hits. Thus calculation of an empirical guessing rate ac-
counted for individual response biases. The procedure was as follows:
First, the total number of responses made within a block was calcu-
lated. Then, in a simulation, the same number of responses was
randomly distributed across that block, assuming the same temporal
location of all deviant stimuli. Next, the detection rate was calculated
given the new dispersion of responses. This procedure was repeated
100,000 times, and the empirical guessing level was taken as the mean
detection rate over iterations. Detection rates were tested statistically
against empirical guessing rates to ensure that performance exceeded
chance.

Detection rates were evaluated across the three spectral variance
conditions by means of a two-way repeated-measures analysis of
variance (rmANOVA), with the factors spectral variance (narrow low,
narrow high, wide) and rate type (detection rate, guessing level). To
correct for the nonnormality of [0;1]-bound proportion data before the

broadening of neural adaptation spread for stimulation se-
quences that are wide in spectral variance.

MATERIALS AND METHODS

Participants. Twenty normal-hearing participants aged 21-30 yr
(mean 25 yr; 11 women, 9 men) took part in the experiment. They
were all right-handed as measured by the Edinburgh Handedness
Inventory (Oldfield 1971). Participants gave written informed consent
prior to the experiment and were paid €7/h for their participation. The
study was in accordance with the Declaration of Helsinki and ap-
proved by the local ethic committee of the University of Leipzig.

Stimuli. All stimulus materials were created in MATLAB (v. 7.11;
applying the vco.m function) with a sampling rate of 44,100 Hz and
24-bit resolution. Stimuli consisted of three sets of eight logarithmi-
cally spaced sinusoidal tones that varied in frequency spacing (that is,
in spectral variance) and center frequency (Fig. 1A): narrow low
(spanning ~1 octave; 840, 920, 1,007, 1,103, 1,208, 1,323, 1,449, and
1,587 Hz), narrow high (also spanning ~1 octave; 1,103, 1,208,
1,323, 1,449, 1,587, 1,738, 1,903, and 2,084 Hz), and wide (spanning
~2 octaves; 700, 840, 1,007, 1,208, 1,449, 1,738, 2,084, and 2,500
Hz). Henceforth we refer to these three frequency spacings as spectral
variance conditions. Tone duration was 200 ms, including 10-ms rise
and fall times.

Deviant tones were constructed by inserting a 20-ms (5-ms rise and
fall times) downward frequency excursion into the center of a tone
with the MATLAB vco.m function. In brief, the vco.m function
generates a sine wave and, at the same time, allows for time-sensitive
frequency changes by manipulating the phase angles of the wave. The
magnitude of the frequency excursion was estimated for each partic-
ipant individually with psychophysical threshold estimation (see
below).

Procedure. Acoustic stimulation and EEG recording were carried
out in an electrically shielded and sound-attenuated booth. Partici-
pants were seated in a comfortable chair and watched a silent movie
(no subtitles) of their choice throughout testing. Auditory stimuli were
presented via headphones (Sennheiser HD 25-SP II) at 60 dB above
the individual hearing threshold.

Each participant underwent the following procedure: First, hearing
thresholds were determined with the method of limits for seven frequen-
cies covering the range used in the experiment and were estimated for all
frequencies with linear regression.

Second, participants performed an adaptive tracking procedure in
order to establish individual detection thresholds for frequency excur-
sions in deviant tones. A simple one-down one-up staircase method
was implemented in order to estimate the frequency excursion yield-
ing 50% detection (Leek 2001). This procedure was again completed
for seven of the tone frequencies, and the thresholds were estimated
for all frequencies with linear regression. Across participants, mean
estimated thresholds ranged from 2.13% (range: 0.87-3.21%) for the
700-Hz tone to 1.24% (range: 0.78-2.00%) for the 2,500-Hz tone.
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Fig. 1. Experimental design. A: 3 spectral variance conditions and their corresponding tone frequencies. Note that the frequency spacing is logarithmic (log2).
B: example of the random tone presentation for the narrow low condition.
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analysis, detection rates (hits and empirical guess rates) were trans-
formed to rationalized arcsine units (rau; Studebaker 1985).

For all rmAONVAs conducted throughout the study, the Green-
house-Geisser correction was applied whenever the assumption of
sphericity was violated (according to Mauchly’s criterion; Green-
house and Geisser 1959). The original degrees of freedom are reported
along with the € correction coefficient and the corrected probability.
Effect sizes are provided as generalized > (n3; Bakeman 2005).

EEG recording and data preprocessing. The EEG was recorded at
a 500-Hz sampling rate and low-pass filtered online at 135 Hz (TMS
international, Enschede, The Netherlands). Electrodes (Ag/Ag-Cl
electrodes) were placed at the following positions (Easycap, Herrsch-
ing, Germany): Fpl, Fp2, Fz, F3, F4, F7, F§, FC3, FC4, FT7, FTS, Cz,
C3, C4, T7, T8, CP5, CP6, Pz, P3, P4, P7, P8, O1, O2, the nose, and
at the left (A1) and right (A2) mastoids. The nose served as online
reference. The electrooculogram was recorded from vertical and
horizontal bipolar montages to measure blinks and eye movements.
The ground electrode was placed at the sternum, and impedances were
kept below 5 k() for all electrodes.

Data analysis was carried out with FieldTrip software (http://
fieldtrip.fcdonders.nl/; v20110527; Oostenveld et al. 2011) in com-
bination with custom MATLAB scripts. EEG recordings were high-
pass filtered off-line at 0.5 Hz (zero phase shift), re-referenced to the
linked mastoids, low-pass filtered at 100 Hz (zero phase shift), and
downsampled to 250 Hz. Re-referencing to the linked mastoids was
done in order to gain better signal-to-noise ratio of N1 responses at
fronto-central-parietal electrodes, at the expense of losing information
about N1 polarity reversal at the mastoids. Recordings were divided
into epochs of —1.6 to 1.9 s time-locked to the tone onset. Indepen-
dent components analysis was used to correct for artifacts such as eye
movements, electrical heart activity, and noisy channels. Subse-
quently, epochs were excluded if they contained a signal range larger
than 120 wV in any of the EEG electrodes. Epochs were then filtered
with a 20-Hz (zero phase shift) low pass and redefined for data
analysis ranging from —0.1 to 0.4 s time-locked to the tone onset.
Baseline correction was applied by subtracting the mean amplitude of
the —0.1 to 0 s time window from the epoch.

EEG data analysis. In the present study we focused our examina-
tion on frequency-specific modulations of neural activations in the
different spectral variance conditions. Hence, brain responses to
deviant tones as well as brain responses to tones directly following
deviant tones were excluded from the analysis to avoid contamina-
tions arising from button press responses.

All statistical analyses were conducted for a fronto-central-parietal
electrode cluster (Fz, F3, F4, FC3, FC4, Cz, C3, C4, Pz, P3, P4)
showing the strongest responses in the ERP (see Fig. 3). This elec-
trode cluster is also in strong agreement with previous studies inves-
tigating early event-related responses known to reflect auditory cor-
tical responses (e.g., Hari et al. 1982; Nidtinen et al. 1988). Time
courses displayed in the figures reflect the average of these channels.

Note that the task manipulation (i.e., participants being instructed to
ignore or to attend the stimuli) did not lead to any statistically significant
effects in the EEG analyses. Thus ignore and attend conditions are pooled
in the figures for display purposes. Nevertheless, analyses were con-
ducted with the task factor included (if not stated otherwise), and the
statistical results are provided for completeness.

EEG data analysis was twofold. First, responses to each of the eight
unique tones in each spectral variance condition were averaged over
tone presentations, and quadratic fits were conducted to assess the
pattern of response magnitude as a function of tone frequency.
Second, trial-by-trial frequency-specific variations in neural response
magnitude were investigated with a simple computational model. The
model accounts for neural adaptation spread along the tonotopic
gradient of the auditory cortex as well as for recovery from adaptation
after activation. The following sections describe both approaches in
more detail.

Analysis of quadratic fits as a measure of global frequency-specific
responses. In light of the tonotopic organization of auditory cortex, we
hypothesized that regions responding best to frequencies close to the
center of a spectral variance condition would become more adapted
than regions responding best to tone frequencies at the edge of the
condition, which are less repetitively coadapted. Thus mean response
magnitudes were expected to be smallest for tone frequencies close to
the center of a spectral variance condition and largest for tone
frequencies at the edge (Ulanovsky et al. 2004).

To this end, quadratic fits were conducted to test for global effects
of frequency specificity. We refer to this analysis as being an analysis
of global frequency specificity, because it is based on the mean
responses across a block of stimulation. In particular, for each of the
three spectral variance conditions single-trial brain response time
courses were averaged for each of the eight unique tone frequencies.
Then, for each time point in the epoch (—0.1 to 0.4 s) and separately
for each channel, a quadratic function was fitted to the mean response
amplitudes as a function of frequency with a least-squares routine:

y=bx>+bx+ b

where y corresponds to the predicted response amplitudes, x to the
unique tone frequencies of one spectral variance condition (log2
transformed and zero centered), and b to the estimated coefficients.

Important for the focus of the present study, the second-order b,
coefficient directly reflects the tightness of the best-fit quadratic
function, that is, the degree of frequency specificity. A value of b, =
0 would indicate the absence of frequency specificity, while a signif-
icant difference from O would indicate frequency-specific neural
responses.

Thus, for the statistical analysis, individually estimated b, coeffi-
cients at each channel of the electrode cluster were averaged and then
tested against zero with a paired-sample #-test at each time point. False
discovery rate (FDR) correction was applied to account for multiple
comparisons across time points (Benjamini and Hochberg 1995;
Genovese et al. 2002).

To test for differences between spectral variance and task condi-
tions, an rmANOVA was conducted for b, coefficients averaged
within the N1 time window (0.08—0.12 s) in which the quadratic fit
was significant for all spectral variance conditions (see below). The
rmANOVA included the factors spectral variance (narrow low, nar-
row high, wide) and task (ignore, attend).

Timing of neural responses. N1 response latencies were analyzed to
investigate whether the timing of the neural responses differed be-
tween spectral variance and task conditions. Brain responses were
averaged across trials, channels, and the eight unique tone frequencies
in each spectral variance condition. Analysis of response latencies was
restricted to the overall N1 latency in the spectral variance conditions
because individual peak latencies could not be estimated for the
low-amplitude responses elicited by tone frequencies close to the
center frequency. A simplified jackknifing procedure was applied to
extract N1 latency estimates (Smulders 2010). These were then
subjected to an rmANOVA comprising the factors spectral variance
(narrow low, narrow high, wide) and task (ignore, attend).

A simple model of frequency-specific adaptation. To investigate
frequency-specific response adaptation on a trial-by-trial basis, we
calculated an index of expected neural adaptation at the time of each
tone onset based on the history of presented tones (Fig. 2). With this
analysis we aimed to explore a biologically meaningful estimate of
adaptation spread for the neural population activated by the tones in
the different spectral variance conditions.

To this end, we combined a decay function describing recovery
from neural adaptation over time (Lu et al. 1992a, 1992b; Mikeld
et al. 1993; McEvoy et al. 1997; Sams et al. 1993) with a Gaussian
function describing neural (co-)adaptation along the frequency gradi-
ent of the auditory cortex. A Gaussian function was chosen based on
previous studies modeling tuning properties of auditory cortex neu-
rons (e.g., Dahmen et al. 2008; Montgomery and Wehr 2010; Taaseh
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Fig. 2. Examples of the response adaptation (RA) index. A: main parameters of
the RA model: exponential decay function for temporal recovery (7, left) and
Gaussian function for adaptation spread (o, right). SD, standard deviation unit.
B: example of RA indices over time for a sequence of tones in the narrow low
condition (7 = 1.8 s; o = 0.65 SD). Top: a tone of 0.2-s duration is presented
every 0.5 s (x-axis). The presented tone frequencies are indicated by white
lines and additionally written inside the graph. RA indices are color coded
(green, full adaptation). At tone presentation, the corresponding frequency-
specific cortical region and its neighboring regions adapt (y-axis; frequency
gradient of the auditory cortex), i.e., RA indices increase at tone onset
(according to the Gaussian function centered at the tone frequency that is
presented) and decrease after tone offset (recovery). Bortom: time course of the
RA index for 2 frequencies (840 Hz and 1,587 Hz, indicated by black dashed
lines, fop). C: mean RA index (tone-specific average across the block) for each
spectral variance condition based on the random tone sequences presented to
1 participant. Two different widths (o = 0.65 SD, solid lines; o = 1.10 SD,
dashed lines) are shown for a recovery time of 7 = 1.8 s (see also Figs. 5 and
6). Note that for the whole figure lower RA indices correspond to larger
expected response amplitudes.

et al. 2011) and is in line with the monotonic increase of the N1
amplitude with increasing frequency separation between two tones
(May et al. 1999; Ndiitédnen et al. 1988; Picton et al. 1978).

Here we calculated a normalized response adaptation (RA) index that
ranged from O to 1, where O reflects no adaptation (i.e., full responsive-
ness) and 1 reflects full adaptation of the neural population. Calculation

of the RA index for each trial was based on the individual sequence of
tones presented to each participant, i.e., independent of the recorded brain
data. Figure 2 gives a visual description of the model. Note that we use
the term “adaptation” as the inverse to responsiveness, i.e., stronger
adaptation relates to reduced responsiveness of the neural population and
therefore to a reduced amplitude in the EEG.

Formally, the expected RA at each trial’s tone onset was calculated
with the following equations:

—Ar
RA:‘]'_'_] =maXe " (])

Here RA corresponds to an n X p response adaptation matrix. The
matrix contains the expected adaptation for the neural populations
along the tonotopic gradient of auditory cortex (rows) at each trial’s
tone onset (columns). That is, adaptation at each trial is tracked for the
whole neural population stimulated in a given spectral variance
condition (here n = 8, with n = number of unique tone frequencies in
1 spectral variance condition), in order to estimate the trial-by-trial
adaptation spread influences. The variable j is the index of the trials
(j = 1... p, with p = number of trials, i.e., 1,592), At is the time over
which recovery takes place before the onset of the next tone (here set
to the interstimulus interval of 0.3 s, i.e., recovery starts at tone
offset), and 7 is the decay in seconds. All entries in RA. , were set to
0, that is, at the first trial the auditory cortex is assumed to be not
adapted, i.e., in a maximally responsive state.

The term ma is a vector comprising the momentary expected
response adaptation for each unique tone frequency instantaneously
after tone onset. We calculated ma by adding response adaptation and
scaled responsiveness at trial j, according to the following equation:

ma =RA ;+ao(l —RA, ) 2)

where the operator o refers to an entrywise multiplication (Hadamard
product) and a is a Gaussian function centered at the presented tone

frequency f; of trial j:
o)
a=c¢e 3

In Eq. 3, f is the vector of the eight unique frequencies (log2
spaced) in a single spectral variance condition and o describes the
width of the Gaussian function, i.e., the spread of adaptation along the
tonotopic gradient. The index i refers to the tone frequency presented
on trial j, i.e., i is not an index incrementing from 1 to n but rather
indexes the row entry in f and RA on trial j.

As a last step, the RA matrix was reduced to a vector comprising
only the expected adaptation indices for the tone frequencies actually
presented during the experiment and then further reduced to comprise
only those values corresponding to the trials included in the analysis
(i.e., excluding deviant trials and their successors as well as trials
rejected as artifacts).

To summarize, the relevant parameters from the model are 7, which
reflects the rate of recovery from adaptation (in s) and o, which
reflects the spread of adaptation along the frequency gradient of
auditory cortex [in standard deviation units (SD)]. RA indices were
calculated separately for all parameter combinations ranging from 7 =
0.5 to 4.5 s (in steps of 0.1) and o = 0.1 to 2.5 SD (in steps of 0.05).
The other variables were predefined by the experimental setup.'

'Note that we did not calculate a RA that directly predicts the neural response
magnitude in microvolts, where the parameters 7 and o would be estimated in a
least-squares routine, because the parameters and o are strongly inversely related
(see Fig. 5). Furthermore, the equations to calculate RA would need to incorporate
explicit variables for the minimum and maximum amplitudes. However, a measure
of minimum amplitude was absent in the present experimental setup (and is in
principle difficult to estimate). Importantly, the minimum amplitude could not be
set to zero (as has been done implicitly in previous studies), because the averaged
responses depicted in Fig. 3 already indicate that N1 amplitudes span from positive
to negative microvolt values.
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Single-trial EEG activation as a function of response adaptation index.
The RA index model was used to predict the actual EEG data as follows.
A linear function was fitted to single-trial neural response amplitudes as
a function of RA index, separately for each combination of 7 and o
parameters. The linear function was separately fitted for each time point
and channel in each spectral variance and task condition. The first five
trials of each block were discarded from the analysis in order to estimate
the frequency-specific amplitude modulations over the block unbiased
by the extreme values of the first trials, where there is only a little adap-
tation. This resulted in a unique slope and intercept value for each o
parameter combination that described the correlation between RA index
and brain activation magnitude. Slopes and intercepts were averaged
across the channels of the electrode cluster.

The width o of the Gaussian function (adaptation spread) best
describing the observed N1 amplitude variations was then estimated
for each 7 independently. For each o at a particular 7, the intercept of
the linear fit directly reflects the predicted maximal N1 amplitude
assuming no adaptation (RA index = 0), i.e., at full responsiveness.
These intercepts were averaged within the N1 time window (0.08—
0.12 s) as well as across task conditions (ignore, attend; pretests did
not show any indication of differences between ignore and attend
conditions). Then these averaged, predicted N1 amplitudes were
compared to the maximal observed N1 amplitude, taken as the
average across the first trial in each of the six blocks, i.e., the trials that
followed a >10-s period of silence before the acoustic stimulation
started. The o for which the difference between the predicted and
observed N1 amplitudes at no adaptation was minimum was then
selected as the best fit to the data at a particular 7.

Four participants were excluded from subsequent analyses because
the resulting o from this minimization was at the boundary of the
predefined range (o = 0.1-2.5 SD). For the remaining 16 participants
included in subsequent analyses, this led to one o for each 7 that best
explained the amplitude data in the N1 time window.

Differences in T were not expected, because the spectral variance of
the stimulation was varied whereas the onset-to-onset interval was the
same for all conditions. Thus statistical analyses were conducted for
the individual o estimates at a fixed 7 of 1.8 s. This 7 value was chosen
on the basis of the observed overall recovery in Sams at al. (1993),
which is also within the range of other previous estimations of 7 (Lu
et al. 1992a, 1992b; Mikeld et al. 1993; McEvoy et al. 1997). A
one-way rmANOVA comprising the factor spectral variance (narrow
low, narrow high, wide) was carried out to examine differences in
adaptation spread (o) between spectral variance conditions.

Individual slope values from the linear fits (for individually estimated
o at 7 = 1.8 s) were then statistically compared to zero in order to test
whether the RA indices were predictive of the single-trial N1 amplitude
variations. Differences between slope values in the different spectral
variance conditions were assessed with a one-way rmANOVA with the
factor spectral variance (narrow low, narrow high, wide).

Finally, based on the individually estimated o at 7 = 1.8 s, the
slope values at each time point of the epoch were tested against zero
with a paired-samples 7-test in order to explore whether the RA index
is also predictive of activation magnitude variations in time windows
different from the N1 time window. FDR correction was applied to
account for multiple comparisons across time points (Benjamini and
Hochberg 1995; Genovese et al. 2002).

RESULTS

Behavioral results. The overall mean proportion correct was
0.46 (narrow low: 0.45 = 0.04 SE; narrow high: 0.49 = 0.04
SE; wide: 0.45 = 0.04 SE). The rmANOVA conducted on the
rau-transformed proportions revealed a main effect of rate type
(Fy 10 = 213.46, P < 0.001, 15 = 0.341) caused by a larger
proportion correct for the detection rate compared with the em-
pirical guessing level, indicating that performance was better than

chance (overall chance level: 0.11 £ 0.01 SE). No effect for
spectral variance conditions (F, 33 = 2.25, P = 0.119) and no
spectral variance X rate type interaction was found (F, 33 = 1.99,
P = 0.151).

EEG results. Figure 3 shows time courses of the brain response
to each unique tone frequency in the different spectral variance
conditions. Visual inspection already indicates a strong modula-
tion of the brain activation in the N1 time window. Bar graphs
depict the frequency-specific brain activations in the NI time
window, in which mean amplitudes increase with increasing fre-
quency distance to the center frequency of the spectral variance
condition.

Analysis of quadratic fits indicates global frequency specificity.
An analysis of quadratic fits was conducted to investigate re-
sponse amplitude as a function frequency (i.e., frequency speci-
ficity) at each time point of the epoch. Importantly, mean ampli-
tudes in this analysis were related to their respective tone frequen-
cies in log2 space.

Figure 4A depicts the time course of b, coefficients from
quadratic fits for each spectral variance condition. Note that b,
values differing significantly from 0 reflect frequency-specific
brain responses.

As indicated by the colored horizontal bars in Fig. 4A, quadratic
coefficients (b,) differed significantly from O in the N1 time
window (0.08-0.12 s) in all spectral variance conditions. In this
time window, mean brain responses were significantly modulated
by the stimulated tone frequency, with smaller amplitudes elicited
by tone frequencies close to the center frequency of a spectral
variance condition compared with the tone frequencies at the
edge. The topographical distributions of these effects showed
centro-frontal maxima (Fig. 4B).

In general, quadratic fits in the N1 time window were similarly
good in all three spectral variance conditions. Pairwise #-tests did
not reveal any significant differences between the minimized root
mean square error of approximation (for all, P > 0.15).

Next, we tested for differences in the tightness of the mean
response function (i.e., quadratic coefficients) between spectral
variance conditions. An rmANOVA was conducted for the 0.08 -
0.12 s time window, where all spectral variance conditions had
shown significant frequency-specific effects. The rmANOVA re-
vealed a main effect of spectral variance (F, 33 = 34.92, P <
0.001, ng = 0.122). Post hoc tests showed that the quadratic
coefficients (b,) for the wide condition were significantly smaller
than for the two narrow conditions (narrow low: F; ;o = 50.71,
P < 0.001, ng = 0.201; narrow high: Fy 9 =4792, P <0.001,
1% = 0.193), which were not different from each other (F Lo =
0.15, P = 0.700). Thus the data reveal a broader response ampli-
tude function for the wide compared with the narrow spectral
variance conditions (Fig. 4C). Note that the main effect of task
and the spectral variance X task interaction were not significant
(F\.10 =0.08, P = 0.775 and F, 35 = 0.38, P = 0.616, € = 0.716,
respectively).

To illustrate the predicted N1 amplitudes assuming fixed
frequency specificity for narrow and wide conditions, the
estimated coefficients from quadratic fits in the narrow condi-
tions were used to predict N1 amplitudes in the wide condition.
Specifically, estimated coefficients were averaged across nar-
row conditions, within the N1 time window, and also across the
electrodes and participants. Mean coefficients were then used
to predict the N1 amplitude at each tone frequency of the wide
condition (Fig. 4D). This analysis shows that the N1 ampli-
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Fig. 3. Event-related potentials (ERPs) to the tones in each spectral variance condition (pooled across ignore and attend conditions). Top: response time courses
for each tone frequency. Bottom: mean activation strength for the N1 time window (0.08-0.12 s, delimited with dashed lines in time courses). Topographies are
shown for the N1, averaged across the 2 edge frequencies of each spectral variance condition. Note that for the N1 time window larger brain responses correspond
to more negative amplitudes.

tudes in the wide condition were smaller than would be
predicted under the assumption of fixed frequency specificity
for narrow and wide conditions.

We also tested for linear changes in mean response amplitudes
across frequencies by comparing the averaged linear coefficients

Timing of brain responses. An rmANOVA was conducted to
test for potential N1 latency differences between spectral variance
and task conditions. There were no significant effects: spectral vari-
ance (Fh33 = 097, P = 0.389), task (F ;o < 0.01, P = 0.982),
spectral variance X task (F, 33 = 0.02, P = 0.944, € = 0.653).

(b)) in the N1 time window against zero. There were no signifi-
cant effects in any of the spectral variance conditions (all P >
0.2), thereby indicating the absence of a decrease or increase in

Trial-by-trial frequency-specific brain activations reveal un-
derlying adaptation spread. Trial-by-trial amplitude variations
were investigated with a model of neural response adaptation

amplitude with increasing tone frequencies. (Fig. 2). Figure 5A depicts the mean adaptation spread param-
A 5 Quadratic fit (b,) over time B _ C Quadratic fit (0.08-0.12 s)
r 2
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Fig. 4. Results of the quadratic fits (pooled across ignore and attend conditions). A: time courses of b, coefficients from quadratic fits for each spectral variance
condition. Colored horizontal bars below the time courses indicate a significant difference of the b, parameter from zero [false discovery rate (FDR) corrected].
B: topographical distributions of the b, coefficients for the N1 time window (0.08—0.12 s). a.u., Arbitrary units. C: mean amplitudes and negative quadratic fits
for the N1 time window for each spectral variance condition with their respective tone frequencies in log2-transformed and zero-centered units on the x-axis.
D: predicted N1 for the wide condition. The black solid line indicates N1 amplitudes for the frequencies from the wide spectral variance condition predicted from
coefficients estimated for the wide condition. The gray dashed line also shows predicted N1 amplitudes for the wide condition. However, the predictions were
made based on coefficients estimated from the narrow spectral variance conditions. The results are inconsistent with a “fixed” spread of adaptation across narrow
and wide spectral variance conditions.
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Fig. 5. Estimated adaptation spread of the N1. A: mean (*=SE) Gaussian width
o describing adaptation spread as a function of 7. The displayed o values were
estimated for each 7 independently. The dashed line marks the recovery
observed by Sams et al. (1993) (7 = 1.8 s), at which we estimated o values for
statistics. B: mean (=SE) o for each spectral variance condition estimated for
the N1 time window. *Significant difference between the wide and narrow
conditions. C: mean (*SE) slope in the N1 time window for each spectral
variance condition given the individual o at 7 = 1.8 s. *Significant difference
from zero, i.e., a significant correlation of the N1 amplitude and the RA index.
D: topographical distributions of the mean slope in the N1 time window for all
spectral variance conditions. E: predicted N1 amplitudes as a function of RA
indices given 7 = 1.8 s and individually estimated o. Mean linear fits are
depicted by colored lines and individual fits in gray. Red dots at RA index =
0 reflect the mean N1 amplitudes of the first trials in each block.

eter o that best describes the brain activations in the N1 time
window as a function of the temporal recovery parameter 7.

These results highlight the strong relationship between neu-
ral recovery and the spread of adaptation in terms of the
contribution to neural response amplitudes. Assuming a longer
time period needed for the neural population to recover from
previous activation, the spread of adaptation must be tighter in
order to explain the single-trial N1 amplitude variations. Sim-
ilarly, when the neural population recovers more quickly, the
spread of adaptation must be broader in order to explain the
data. In addition to these observations, Fig. 5, A and B, also
show a clear difference between the adaptation width (o) in the
narrow and wide spectral variance conditions.

For the statistical analysis, a 7 of 1.8 s was chosen based on
the findings of Sams et al. (1993). The mean best-fit o values
for each spectral variance condition in the N1 time window
were as follows: narrow low 0.64 SD (*=0.05 SE); narrow high
0.66 SD (+0.09 SE); wide 1.12 SD (£0.06 SE; see Fig. 5, A
and B). Pairwise f-tests between conditions did not reveal any
differences in the minimized root mean square error of the
approximations (for all, P > 0.25), indicating comparable
goodness of fit in the three spectral variance conditions.

The rmANOVA testing for differences between the o of the
Gaussian (adaptation) function revealed a main effect of spec-
tral variance (F, 5, = 13.11, P < 0.001, ng = 0.064), caused
by broader adaptation spread in the wide condition com-
pared with the narrow conditions (narrow low: F; ;5 = 24.55,

P < 0.001, ng = 0.066; narrow high: Fy 5 = 14.20, P = 0.002,
Mg = 0.058), which were not different from each other (F 115 =
0.05, P = 0.824).

For each spectral variance condition, slope values (reflecting
the correlation between RA indices and N1 amplitude) for
individually estimated o at 7 = 1.8 s in the N1 time window
were then statistically compared to zero, in order to test
whether the RA index is predictive of the single-trial neural
activations. The results revealed significant positive slopes in
each spectral variance condition (narrow low: F| ;5 = 49.74,
P < 0.001, ng = 0.435; narrow high: F, ;5 = 46.93, P <
0.001, mg = 0.431; wide: F, 5 = 53.64, P < 0.001, ng =
0.439). Thus the lower the RA index the more negative (i.e.,
larger) the N1 amplitude (Fig. 5, C and E). The topographical
distribution of the slope values showed a centro-frontal maximum
(Fig. 5D). Moreover, slopes did not differ between spectral vari-
ance conditions (F, 3, = 1.14, P = 0.319, € = 0.687).

In other words, these findings show trial-by-trial frequency-
specific amplitude modulations of the N1. The RA index pre-
dicted these modulations similarly well in all spectral variance
conditions. However, the adaptation spread explaining these ef-
fects was broadened in the wide condition compared with a tighter
adaptation spread in both narrow conditions.

For visualization purposes, Fig. 6A depicts single-trial time
courses (color-coding polarity of the EEG signal, a so-called
“ERP image”; Makeig et al. 2002), sorted as a function of
trials’ individual RA indices (Fig. 6C). Figure 6B shows the
corresponding amplitude averaged in the NI time window
(delimited by dashed lines in Fig. 6A). It is clear that a strong
relationship exists between RA indices and single-trial neural
activations in the N1 time window.

Finally, in order to test whether the RA index is also
predictive of amplitude modulations in other time windows, a
linear function was fitted to single-trial amplitudes at each time
point as a function of RA indices (for the individual N1-based
estimated o at 7 = 1.8 s). Slope values from the linear fits
(reflecting the correlation between RA indices and ERP am-
plitude) were then tested against zero with a -test. The colored
horizontal bars below each panel in Fig. 6A show where the
slope values significantly differed from zero (FDR corrected).

Apart from the N1 time window, slopes in the narrow
spectral variance conditions were not significantly different
from zero in other time windows [i.e., not at all in the P1 time
window and for only 2 time samples (0.160—0.164 s) in the P2
time window for the narrow high condition].

In the wide spectral variance condition, slopes were also not
significantly different from zero in the P1 time window. How-
ever, the RA index correlated negatively with the amplitude in
the P2 time window (0.152—-0.276 s), that is, the smaller the
RA index the more positive (i.e., stronger) the amplitude in the
P2 time window in the wide spectral variance condition.

DISCUSSION

The present EEG study investigated the frequency specific-
ity of human auditory cortex responses by randomly presenting
tones of different frequencies in rapid sequences that differed
in spectral variance. Three main findings are of importance:
First, a clear frequency-specific modulation around 100 ms
after tone onset was observed for all spectral variance condi-
tions. Second, a simple computational model of frequency-
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Fig. 6. Single-trial neural activations. A: all single-trial time courses (ignore and attend; of all participants) for the 3 spectral variance conditions sorted by the
trials’ individual RA indices (C). Smoothing across trials was applied for visual purposes. Colored horizontal bars below each panel indicate in which time
windows slope values (correlation between RA indices and ERP amplitude) differed significantly from zero (FDR corrected). B: mean amplitudes in the N1 time
window (0.08-0.12 s) extracted from the interval marked by dashed lines in A. C: sorted single-trial RA indices given 7 = 1.8 s and individually estimated o

of the Gaussian adaptation function.

specific adaptation (RA index) based on the spectro-temporal
stimulation history adequately predicted single-trial N1 ampli-
tude variations. Third, the spread of adaptation on tonotopi-
cally organized regions in auditory cortex depended on the
spectral variance in the stimulation. It appeared broadened in
the wide compared with the narrow spectral variance condi-
tions.

Frequency specificity of neural responses. A consistent find-
ing in previous studies on frequency specificity in auditory
cortex has been an increase in response amplitude (and some-
times a concomitant decrease in response latency) with increas-
ing frequency distance between successive stimuli (Butler
1968; May et al. 1999; Scholl et al. 2008). In line with these
studies, mean N1 amplitudes to tone frequencies at the edge of
a spectral variance condition were larger than to tone frequen-
cies close to the center frequency (Fig. 3). This is commensu-
rate with a spatial overlap of adapted regions in a tonotopically
organized cortical area. Across a block of random tone presen-
tations, regions responding to frequencies distant from the
center of the stimulation are affected to a lesser degree than
regions responding to frequencies close to the center. In con-
trast, N1 peak latencies (on average at 103 ms) were unaffected
by the frequency spacing between tones.

Furthermore, trial-by-trial auditory cortex amplitude varia-
tions were adequately predicted by a simple computational
model of response adaptation incorporating adaptation spread

and recovery from adaptation over time. This analysis empha-
sizes that brain responses are strongly dependent on the history
of presented tones (cf. Bauerle et al. 2011; Néétinen et al.
1988; Sams et al. 1993; Ulanovsky et al. 2003, 2004; von der
Behrens et al. 2009). Brain responses were smaller when the
auditory cortex region corresponding to the presented tone
frequency was already highly adapted by preceding tone pre-
sentations. The context-dependent nature of auditory cortex
responsiveness is also captured by our simple model (Fig. 2)
and arguably constitutes an integral part of sensory memory
function in audition (Jddskeldinen et al. 2007, 2011).
Neurophysiological mechanisms underlying N1 frequency
specificity. The mechanisms underlying the observed frequen-
cy-specific N1 amplitude variations and their relation to single-
cell behavior, as characterized by spiking activity, are still
debated. In the framework of Jaidskeldinen et al. (2007, 2011),
the phenomenon of reduced response amplitude to a stimulus
caused by preceding stimulation is referred to as stimulus-
specific adaptation. While they use stimulus-specific adapta-
tion as a conglomerate for a variety of terms discussed in the
literature (e.g., adaptation, lateral inhibition, refractoriness,
habituation, forward masking, etc.), they consider lateral inhi-
bition specifically to be a neurophysiological mechanism un-
derlying frequency-specific variations of N1 amplitude (Love-
less et al. 1989; May et al. 1999). However, from a single-
neuron perspective, the present N1 effects occur rather late
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(0.08-0.12 s) to reflect lateral inhibition in the classical sense.
Hence, there could also be substantial contributions of other
inputs, for example, from nonlemniscal pathways (Hu 2003;
Tang et al. 2012). In sum, the observed N1 amplitude effects
are likely to be multicausal in nature.

In the present study, the estimated adaptation spread is
consistent with the proposal that lateral inhibition in auditory
cortex spans across several octaves along the tonotopic gradi-
ent (May et al. 1999), whereas the tuning width of single
neurons can be much smaller (Bartlett et al. 2011; Bitterman et
al. 2008). Complicating the picture, the tuning width of neu-
rons widens increasingly along the ascending auditory path-
way, and the proportion of sharply tuned neurons decreases
(Bartlett et al. 2011). Furthermore, short-term plastic changes
might alter neuronal response properties according to the
spectral variance in the acoustic stimulation (Bitterman et al.
2008)—a hypothesis strengthened by the present human EEG
data (see also next section).

Hence, the present study does not warrant conclusions about
whether the frequency-specific N1 amplitude variations di-
rectly reflect tuning curve properties of auditory cortex neu-
rons. Also, it cannot rule out effects of lateral inhibition
influencing the response properties of regions close to the
region responding best to the tone frequency presented.

Short-term plasticity as a mechanism of broadened adapta-
tion spread. Most importantly in the present study, the spread
of adaptation in auditory cortex differed between narrow and
wide conditions, such that the spread was broadened for tone
frequencies spaced widely (“spectral variance”; Fig. 5). This
finding of nonfixed frequency specificity reveals an interesting
feature of auditory cortex responses coding acoustic stimula-
tions with different spectral variance and might in part explain
the diverging observations on adaptation spread reported pre-
viously (Butler 1968; Nidtinen et al. 1988; Picton et al. 1978).

Frequency-specific adaptation of neural responses highlights
the remarkable adjustability of neural populations in auditory
cortex. It has been proposed that this short-term plasticity
underlies sensory memory functions and is related to a variety
of cognitive phenomena (Jadskeldinen et al. 2007, 2011;
Ulanovsky et al. 2003). Indeed, short-term plastic adjustment
to the spectral variance of the acoustic stimulation might be an
efficient sensory memory coding mechanism: It would ensure
that wider spectral ranges receive neural coding equally good
as that of a narrower spectral range.

Work on short-term plasticity in nonhuman mammals has
shown that neurons along the auditory pathway can adjust their
response properties to stimulation statistics such as the mean or
variance of sounds (Dahmen et al. 2010; Dean et al. 2005;
Kvale and Schreiner 2004), and even to more abstract patterns
such as the shape of the stimulation distribution (Kvale and
Schreiner 2004). Interestingly, short-term plasticity in audition
has been proposed to work on postsynaptic potentials (Reyes
2011) and is thus at the very core of what is measured in EEG
(Buzsdki et al. 2012). In that sense, our data provide an
important missing link between single-cell neurophysiology
and human auditory behavior.

In addition, previous EEG studies in humans indicate that
tones presented randomly are not perceived as independent
entities but rather as a contiguous abstract sound pattern
(Rosburg 2004; Wolff and Schréger 2001). Thus coding the
history of presented tones in sensory memory into patterns

could profit from stimulus-specific adaptation (Jddskeldinen et
al. 2007, 2011). At the same time, representing such patterns
necessitates the adjustment of neural response properties to the
spectral variance of the acoustic stimulation. Accordingly, cell
recordings in human auditory cortex revealed that neuronal
responses are indeed tuned more broadly to spectrally rich than
to spectrally less rich sounds (Bitterman et al. 2008).

Thus we propose the following working hypothesis: Neural
response properties in auditory cortex underlie N1 amplitude
modulations and subserve sensory memory functions. These
response properties are dependent on the history of the acoustic
stimulation and, at the same time, adjust flexibly to the spectral
variance of the acoustic stimulation. In the present study,
spectral variance corresponds to the spacing between tone
frequencies as well as to the overall frequency range. Whether
neural response properties adjust to changes in stimulus vari-
ance on a local scale (i.e., spectral spacing) or on a global scale
(i.e., spectral range) is a question that needs to be answered in
future research.

Timescale of recovery from adaptation. The present study
focused on the degree of adaptation spread (o) while keep-
ing the recovery time from adaptation (7) fixed. A constant 7
across the narrow and wide conditions was chosen because the
onset-to-onset interval in all conditions was fixed at 0.5 s
throughout the experiment; only the spectral variance was
manipulated. As Fig. 5A shows, the effect of broadened adap-
tation spread in the wide condition would still have been
evident even when considering different 7 parameters, and thus
is not an artifact of our choice of .

However, in previous studies investigating recovery from
adaptation, the N1 (as recorded in magnetoencephalography,
NIm) could be distinguished into two subcomponents. For
these N1 subcomponents, different timescales of recovery (i.e.,
different 7) have been observed (e.g., McEvoy et al. 1997;
Sams et al. 1993). Multiple timescales of adaptation have also
been reported in individual auditory cortex neurons in anes-
thetized cats (Ulanovsky et al. 2004). Although we did not
observe N1 subcomponents in the present study, the range of 7
parameters for which adaptation spread was calculated covered
the range of previously observed N1 timescales (Lu et al.
1992b; Mikeld et al. 1993; McEvoy et al. 1997; Sams et al.
1993). While we consider a change in recovery time rather than
adaptation spread unlikely given our experimental setup, it
would be an interesting finding in itself if N1 recovery time
depended on the spectral properties in the acoustic stimulation.

Frequency specificity of other ERP components. In the
present study, P1 amplitudes were not modulated by spectral
properties of the tone sequence. This is in contrast to previous
studies showing P1 amplitude reduction at comparable onset-
to-onset intervals (e.g., Boutros and Belger 1999; Rosburg et
al. 2004; Zouridakis and Boutros 1992), where refractoriness
has been proposed as an underlying neurophysiological mech-
anism (Rosburg et al. 2004). Nevertheless, the absence of a P1
effect here emphasizes the functionally different roles of N1
and P1 with respect to frequency specificity.

Note also that such rapid stimulus presentations (onset-to-onset
interval of 0.5 s) are usually considered suboptimal for observing
N1 responses and more suitable for eliciting P1 responses (see,
e.g., Tavabi et al. 2007). Accordingly, N1 responses were smaller
in magnitude than P1 responses in the present study, but the
adaptation effects occurred in the N1 time window nevertheless.
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This suggests that the dynamics of frequency specificity are best
investigated when the underlying neural system does not have
time to fully recover from adaptation.

In addition, frequency-specific amplitude modulations were
observed for the P2, but only in the wide spectral variance
condition. This finding might relate to previous observations
suggesting weaker frequency specificity of the P2 than N1
component (Picton et al. 1978). Nevertheless, P2 amplitude
modulations have been linked to adaptation spanning multiple
timescales (Costa-Faidella et al. 2011). Thus there are obser-
vations of P2 frequency specificity. However, more research is
needed to further examine its dependence on the spectral
variance in the stimulation.

Frequency-specific responses were unaffected by attention.
Finally, N1 amplitudes were unaffected by whether partici-
pants ignored or attended to the stimulation. This is in seeming
contrast to previously reported modulations of the N1 under
active versus passive listening conditions (e.g., Ahveninen et
al. 2011; Hillyard et al. 1973; Okamoto et al. 2007; Schwent et
al. 1976).

One possible reason for this apparent discrepancy is that in
the present study participants were unable to ignore the stim-
ulation when instructed to do so, and thus may have partially
attended to the auditory stimulation in the “ignore” condition.
This is highly unlikely, given data from a postexperiment
inquiry. Indeed, participants reported high success in how well
they were able to ignore the auditory stimulation during ignore
blocks (mean rating 3.95, range 2-5, on a 1 to 5 scale).

We consider a more feasible explanation to be that most of
the previous studies observing N1 attention effects presented
their stimuli at low intensity levels or in background noise
(Ahveninen et al. 2011; Hillyard et al. 1973; Okamoto et al.
2007; Schwent et al. 1976). In fact, Schwent et al. (1976)
showed that N1 amplitudes for sounds at 60 dB SL and no
background noise (current settings) were unaffected by atten-
tive focusing, whereas N1 amplitudes for sounds at 20 dB SL
in background noise were different for active versus passive
listening. A prediction for future experiments would thus be
that the spread of neural adaptation will be affected by atten-
tion if noise masking is introduced. This, however, would
suggest an interesting interaction between stimulus parameters
and attention. At least for suprathreshold stimulation, it is thus
safe to conclude for now that sustained attention does not have
a strong impact on the adaptation spread in the evoked brain
response.

Conclusions. A rapid tone-stimulation paradigm in human
EEG combined with simple computational modeling reveals
that the spread of frequency-specific adaptation in auditory
cortex depends on the context (i.e., the history and variance) of
the acoustic stimulation. Spread of adaptation broadens for
tone sequences with wide compared with narrow spectral
variance, suggesting that auditory cortex response properties
are flexibly adjusted to the spectral properties of the acoustic
stimulation.
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